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ABSTRACT

This paper presents a real-time multiple objects tracking based on inter-camera approach for mobile devices. The key idea of our approach is to accommodate the pose of each camera by sharing the results of tracking on heterogeneous inter-camera. Our approach accomplishes the time-consuming multiple objects tracking on a server while the mobile device tracks only a single object and then shares the result of the tracking with the mobile device. The proposed approach enables mobile devices to track multiple and complex objects with limited network bandwidth. As experimental results, the proposed inter-camera approach has shown that it is possible to track occluded objects. The proposed approach can be effectively used for mobile augmented reality applications that need to consider multiple and complex objects like desktop AR applications; then it is easy to extend the desktop approach to mobile AR applications.

Index Terms: H.5.1 [Information Interface and Presentation]: Multimedia Information Systems—Artificial, augmented, virtual realities; I.4.1 [Image Processing and Computer Vision]: Scene Analysis—Object recognition, and tracking

1 INTRODUCTION

As mobile phone use has spread throughout the world and as the phones are increasingly equipped with cameras and wireless capability, augmented reality (AR) has also become increasingly attractive. Mobile AR applications have generally used sensor-based tracking, but this method lacks the ability to combine the real and the virtual world in 3D. Generally, the purpose of object tracking in AR is to compute a relative camera pose, represented in a rotation and a translation to 3D. Object tracking using natural features has a high accuracy in 3D and it has now been well explored by AR applications [15]. However, mobile phones have limited computational performance and a small memory size. It is not enough simultaneously to track multiple objects and to render the contents in 3D.

Mobile AR has applied the server-client approach to solving the limitations of mobile phones. The AR-PDA [5] and other mobile AR projects[12] have used a server-client approach. They send the video stream by mobile radio communication to the AR-server. The server recognizes the object by analyzing the image, which is added to the video stream (like 3D content) and then sent back to the client. However, the mobile radio communication network bandwidth is not enough to transfer the client camera image to the server in real-time. Moreover, the lack of network bandwidth causes a delay in tracking. In particular, even if there is enough network bandwidth, the quality of mobile phone cameras is not good enough to recognize multiple objects.

In this paper, we separate the server and mobile phone devices. The server tracks multiple objects while the mobile phones tracks only a single object. The server detects and tracks multiple objects using cameras, and shares only the pose of the objects with mobile devices. Then, the mobile devices restore the pose of objects by tracking only one of them. Our approach is able to efficiently deal with several objects using computational power of the server and saving network bandwidth. The proposed inter-camera approach supports real-time multiple objects tracking, including hard track objects, such as an occluded object.

In the remainder of the paper, we discuss related work on mobile tracking for mobile AR applications in Chapter 2. Chapters 3 and 4 describe our method and present our experimental results. We conclude this paper with suggestions for future work in Chapter 5.

2 RELATED WORKS

Mobile AR applications are generally used in Global Positioning Systems (GPS) and electronic compasses, and inertial sensors are widely used in outdoor tracking and AR systems [13, 7]. Compared to model-based vision tracking [8] and feature-based vision tracking[18], these tracking technologies are often more robust and accurate.

Indoor mobile AR systems often use fiducial markers [20] rather than sensor data to simplify feature detection and matching. However, many markers become difficult to recognize if they are off-screen or occluded. Therefore, natural feature tracking algorithms are better than marker-based approaches. They use interest point detectors and matching schemes to associate 2D locations in the images with pre-defined 3D locations in the reference model. SLAM-based methods have been used in unknown environments to realize mobile AR [6].

Mobile AR applications require multiple objects tracking, using natural features, in order to realize indoor mobile AR systems. The natural feature-based multiple objects tracking algorithm[11] is closed to our multiple objects tracking approach, which detects multiple targets over multiple frames, but without considering mobile devices. D. Wagner’s algorithm [19] used multiple objects tracking by means of natural features on a mobile phone. It was able to track multiple objects on a mobile phone, but it was not able to realize mobile AR applications due to the heavy computation costs of calculating multiple objects tracking on only a mobile device. The AR-PDA project [5] used the computational power of a server to solve the limitations of the mobile device. This project sends image streaming to a server. But it is unreasonable to expect a real-time response that is, the results of multiple objects tracking because of lack of network bandwidth.

Our method overcomes the limitations in the performance of mobile devices by using an inter-camera approach. The proposed
method differs from [5][12] in which we added cameras to a server to reduce information transfer.

3 INTER-CAMERA APPROACH

Multiple objects tracking using natural features in mobile devices, such as smart phones, is an essential part of realizing mobile AR applications. But the mobile devices have limited performance compared to desktop PCs, low throughput, limited storage, and slow memory. Mobile devices lack the processing performance to track multiple objects. Specifically, an arbitrary shape object tracking algorithm needs a high-performance processor, such as a multi-core CPU and GPU. Therefore, we add a server to make up for the lack of processing performance in mobile devices.

As shown in Fig. 1, the proposed inter-camera approach divides server and client. The server tracking is focused on multiple objects; it tracks using natural features and calculates relations between multiple objects using the results of tracking as, camera pose. Client tracking is single object tracking only, using natural features and restoring the camera pose of the other objects, using received data that is relational data from the server.

3.1 Object detection

Multiple objects tracking using natural features is a must for realizing server tracking. It has to guarantee processing speed in real-time. This part is important for server tracking and client tracking. But client object detection considers a single object that reduces part of multiple objects.

The natural feature tracking is composed of four steps (see Fig. 2): feature extraction, feature description, feature matching, and pose estimation. The feature points are enough interesting points of an image captured by a camera. It is robust enough to recognize a point that is the same point in different images. First, we do not estimate the feature points scale using the FAST corner detector [14]. To reduce the time consumption for scale estimation, we acquire the database containing descriptors from the multi-scale

---

Figure 1: Overall flowchart of the proposed inter-camera approach

Figure 2: Comparison of object detection using natural features between the original method(SIFT[9], Wagner’s work[18], Scale-estimation[17]), and the proposed method(FAST[14], corner and SURF[1]).
feature points in advance. Second, we estimate the orientation of each feature point based on the image patch that is the area around the feature point [16]. Then, by exploiting the calculated orientation, it makes each feature invariant to the rotation. The patch is rotated to compensate for the rotation. Based on the rotated patch, a descriptor is created. That is the SURF[1]-like descriptor.

The descriptors for all feature points in the input image have been created. They are matched with the descriptors in the database. The database is pre-computed for every feature point and descriptor from the registered image. The descriptor database constructs a tree structure, using KDtree [2], to find nearest descriptor quickly. Finally, we estimate a camera pose from the correspondence points between feature points in the input image and feature points in the database. Moreover, to support the robust and fast feature tracking, we use image-to-image feature tracking method to reduce the processing time for physical object tracking.

### 3.2 Multiple objects tracking

Our proposed detection algorithm, using the natural features in section 3.1, is enough to track several objects. However, we should guarantee process time in real-time for multiple objects tracking. So, we add several techniques to increase the speed, less effect on the number of tracked objects (see Fig. 3).

We apply an adaptive threshold to keep the number of features at the feature extraction step for every frame and the time division approach to guarantee the processing time because the process time for the feature extraction step and the description step are dependent on the number of features. The feature matching step is also highly dependent on the number of objects. We apply the time division approach, but this approach has a problem. The problem is the term of divided times. To connect this term, we keep the feature points, using the image-to-image tracking method, which is independent of the number of objects since the image-to-image tracking method depends on the image resolution. Therefore, this method is less influenced by the entire processing time for object tracking.

### 3.3 Pose restoration

The server tracks multiple objects and calculates the relations of the camera pose to restore the camera pose for each object in the
client. But the server and client cameras may have different lenses and hence different intrinsic parameters.

\[
K_s \neq K_c.
\]  

(1)

Therefore, we divide the camera pose \( P \) into intrinsic matrix \( K \) and extrinsic matrix \( (R|t) \) to remove the effect of the intrinsic parameters on each side

\[
P = K(R|t).
\]  

(2)

Fig. 4 shows the camera pose of multiple objects \( (R_{s1...n},t_{s1...n}) \) in the server. We can calculate the relation between objects \( \delta(R|t) \) that is independent not only of the intrinsic parameters but also of the pose of the camera in the server using Eq. 3;
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(3)

The relation between objects \( \delta(R|t) \) is independent of the server camera, not only of the pose, but also of the intrinsic parameters. So, the client can restore the camera pose of object 2 using the extrinsic matrix of object 1, and the relation between the objects may be expressed as
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(4)

Then, it is possible to restore the camera pose of object 2 using Eq. 4, as shown in Eq. 5:

\[
P_{c2} = K_c(R_{c2}|t_{c2}).
\]  

(5)

4 IMPLEMENTATION AND RESULTS

In this section, we explain the practical implementation issues of the proposed approach and show experimental results. We used a general PC with a 2.93 GHz CPU for a server and a TOSHIBA TG01 equipped with Windows Mobile 6.5 OS and snapdragon as the ARM-based 1 GHz CPU for the client. The camera in server resolution was 640x480 pixels, and it supported up to 30 frames per second for tracking. The camera in the smart phone was 320x240 pixels and produced up to 15 frames per second for tracking and rendering the image onto a screen. We implemented an inter-camera system using OpenCV[4] library and osccap[3] as the UDP networking library. We implemented different code paths for the PCs and mobile phones based on the flowchart (See Fig. 1). In the server, we concentrate on the accuracy of the camera pose results. In the client that is a smart phone, we focus on the speed of the natural feature tracking.

4.1 Server tracking

The server tracking system (see Fig. 5) that supports multiple target tracking needs to run both the multi-target detection as well as the tracking task that each targets simultaneously: the tracker must estimate the poses of all previously detected targets while another tracker detects other targets.

The server tracking system will guarantee processing time less effect on the number of tracking objects. Fig. 8 shows the performance of the multiple objects tracking. The results of the performance are less effect on the number of tracking objects and trained objects.

Figure 8: Results of the multiple objects tracking performance ((a) performance difference of the number of trained objects; (b) performance difference of the number of tracking objects)

Fig. 8(a) shows that the change in processing time is dependent on the number of trained objects. If the number of trained objects is larger than 2, this graph shows that the processing time is less effect on the number of trained objects, and a point of difference appears on the number of trained objects between 1 and 2 because multiple objects tracking is needed to switch the search tree and manage the feature points.

In case of a change in the number of tracked objects, Fig. 8(b) has increased the processing time a little by changing the number of tracked objects because the server tracking is detecting multiple objects over frames. That, we can keep the entire processing time in real-time.

4.2 Mobile tracking

The mobile tracking system (see Fig. 6) that supports sufficiently speedy tracking of the single target in real-time needs to run both the detection and the tracking tasks simultaneously while the tracker estimates the pose of all previously detected targets in a few frames. Code optimization is one of the important parts of a mobile tracking system [10]. This work aims at accelerating single object tracking using source code-level optimization based on the multiple objects tracking method.

We measured the processing time to recognize a planar object
Figure 5: Results of the multiple objects tracking in server

Figure 6: Results of the object tracking in mobile phone

Figure 7: Result of calculation of relation and restoration ((a): multiple objects tracking in server, (b): restoration in client)

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Feature Tracking</th>
<th>Feature Extraction Describing</th>
<th>Feature Matching</th>
<th>Pose Estimation</th>
<th>Sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Process Time</td>
<td>35.73</td>
<td>10.24</td>
<td>36.71</td>
<td>15.83</td>
<td>98.51</td>
</tr>
</tbody>
</table>

Table 2: Average difference between result of restoration from server and result of tracking in client (units: mm)

<table>
<thead>
<tr>
<th></th>
<th>x-axis</th>
<th>y-axis</th>
<th>z-axis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average of error</td>
<td>3.632</td>
<td>12.553</td>
<td>18.159</td>
</tr>
<tr>
<td>Standard deviation of error</td>
<td>2.795</td>
<td>4.030</td>
<td>5.506</td>
</tr>
</tbody>
</table>
and to track the natural features (see Table 1). The average processing time per frame is around 100ms on a smart phone, resulting in a potential frame rate of 10 frames per second. So we can possibly track the planar target in real-time to restore the poses of multiple objects and to realize an AR application.

4.3 Relation & restoration
We mentioned an inter-camera approach in using the relation between objects. Fig. 7(a) shows the server tracking that represents the multiple objects tracking and calculation of the relationships. Fig. 7(b) shows client tracking that consists of restoration using the relations from the server. In particular, the yellow rectangle and inside 3D axis represent the pose of a hard-to-track object.

We measured the accuracy of the restoration using relation data from the server in sampling data that is well detected by both the server and client tracking algorithm (See Fig. 9 and Table 2). Each group of lines is a restoration of the camera position from the server and the detected camera position on the client side. The result of difference camera poses between server and client is quite accurate (within 2 centimeters) and is, moreover, stable. Fig. 10 at point of circle and after 760 frames shows points of cannot tracked the object in the client, but the server tracker is able to track that object. Thus, the client can restore the pose of that object from the relation data obtained from the server.

5 Conclusions
We have proposed an inter-camera approach that supports real-time multiple objects recognition and tracking in mobile devices. We showed that the proposed inter-camera tracking is useful for tracking in mobile devices. By using the proposed inter-camera approach, we have made it possible to realize mobile AR application. In the future, we will consider multiple cameras in the server and multi-user cameras to support more robust tracking. Especially, in the case of multi-users, it is possible to use the results of object tracking in another client’s mobile devices, and it is also possible to realize interactive mobile AR applications.
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